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**Abstract**

In this talk, I will give a broad survey of some of the security and privacy concerns with use of machine learning that make up the focus of recent research in the area. Topics covered include "fooling" machine learning models, "stealing" machine learning models, and understanding what information is "leaked" by machine learning models about the (potentially sensitive) data they are trained on.