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Abstract

What does fairness mean within a social network? Access to information spread through a network can mean knowledge of jobs, public health information, or even public safety alerts. Sorelle Friedler will consider who has access to information flowing through a network, how to define fairness in this context, and what interventions can be made to ensure more equal access to information.